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In medical science, commitment to learning
throughout the life is considered an important
element. Nowadays, lifelong learning is critical for
safe medical care and development in medical
researches and biotechnological development and
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In factor analysis, despite ordinal nature of the data, the assumption is that the
data are normal quantitatively. The present study aimed to survey the factor structure
of Persian Version of lifelong learning assessment tool JeffSPLL-MS using the most accurate
method in confirmatory factor analysis. In this cross-sectional study, 430 students of
Birjand University of Medical Sciences were selected randomly. Persian version of JeffSPLL-
MS tool was used. First, assuming data scale being quantitative, three assessment methods
were used, and by assuming data are ordinal, three assessment methods were used in
confirmatory factor analysis, and eventually, the above mentioned six methods were
compared. For comparing different methods, CFI, TLI and RMSEA indices were used. The
three-factor structure of Persian version of JeffSPLL-MS had acceptable fit to the data.
In all of the six methods, model indices confirmed the model fit, and ordinal models
with correction had better fit compared to quantitative models. The result of the current
study confirmed three-factor structure of Persian version of lifelong learning assessment
tool. Although in confirmatory factor analysis, the common approach, taking into account
the scale of quantitative data and using the maximum likelihood method, however, the
results of this study showed that taking an ordinal scale data will result in improvement
of fit model parameters.
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especially in clinical medicine because of rapid
expansion of information and medical
technologies1,2.

In addition, the importance of students’
education as lifelong learners has been the center
of attention for many specialized organizations
such as association of medical colleges in the
United States. Moreover, development of lifelong
learning is advised in all recommendations given
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for the purpose of medical education
improvement3.

Despite the emphasis on lifelong learning,
there is no generally accepted definition. One of
the definitions of lifelong learning proposed by
community of initiative lifelong learning of Europe
is:  “lifelong learning is the potential development
of human through an ongoing supportive process
which stimulates people in acquiring knowledge,
values, skills and learnings they need in their
lifetime and they use them with self-confidence,
creativity, and pleasure at all roles, conditions, and
environments”. Another definition of lifelong
learning is a concept that includes a set of self-
starting (from behavioral viewpoint) and
information search skills (ability) that induces a
stable motivation in individuals for learning and
the ability to recognize their own educational needs
(metacognition)1,4.

From lifelong learning point of view,
students have to be equipped with lifelong learning
skills, information literacy, learning how to learn
and how to search through information resources,
and universities are required to provide the
infrastructures for strengthening the process of
learning, and help students  institutionalize
learning methods and acquire information literacy5.

Hojjat et al. designed Jeffspll- MS Scale
(16) for measuring the lifelong learning among
medical students in Jefferson Medical College in
the United States. In this study, we intend to verify
Persian version of the above scale by the most
accurate method in confirmatory factor analysis6.

In most psychometric questionnaires-
based studies, the questions are designed through
the Likert scale. Despite of ordinal nature of data
with Likert scale in ordinary factor analysis
(confirmatory or exploratory), it is assumed that
the data are quantitative with normal distribution.
This study aimed to compare the quantitative and
qualitative methods in confirmatory factor analysis
(CFA) and then, to examine the factor structure of
Persian version of lifelong learning assessment tool
by a more accurate method.

The most common method in factor
analysis is Maximum Likelihood (ML) method. In
this method, it is assumed that the data (indexes)
come from a multivariate normal distribution.

Non-normal data violate the multivariate
normal distribution assumption for different

reasons such as kurtosis, skewness, and censored
and effective data and outliers. Simulation studies
showed that the violation of the normality
assumption leads to the standard error bias of
parameters estimation, but has no effect on
estimation of model parameters7.

In case of violation of the normality
assumption of data, standard errors can be
moderated using specific statistical methods. For
non-normal quantitative data, some methods such
as Maximum likelihood mean adjusted (MLM) and
mean and variance-adjusted maximum likelihood
(MLMV) are introduced. In these two methods,
factor loadings and standard errors are equal. The
only difference is the method of adjusting chi-
square statistic. If indexes are nominal or ordinal
or a combination of nominal, ordinal and
continuous, some methods such as the Weighted
Least Square (WLS), Weighted least square mean
adjusted (WLSM), and mean and Weighted least
square mean and variance adjusted (WLSMV) can
be used. Both WLSM and WLSMV estimators are
robust and generate identical estimation and SE.
The only difference lies in chi-square statistic
adjusting method8.

MATERIALS AND METHODS

This research is a cross-sectional study.
The statistical population of the study consisted
of all students at the Birjand University of Medical
Sciences in 2013. The sample consisted of 430
students selected through  proportional stratified
random sampling in which the colleges were
considered as stratifications, and the proportion
of each subgroup is determined based on the
whole population. First, the purpose of the study
was explained for individuals and if they agreed to
participate in the study, the questionnaire was
completed by them. At first, in order to localize the
questionnaire, a copy of the scale was sent to Iran
by the designer of the questionnaire, and then
researchers translated it to Farsi and matched it
with the original text and had it confirmed by the
designer.

The scale included 14 items of four
options for each item so that every item is scored
between 1 up to 4. Subjects read every item and
answered them in a range of strongly agree1 to
strongly disagree4. The highest score a subject
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can achieve in this scale is reported 56 and the
lowest score is reported 14 6.

Results of the factor analysis showed that
this scale consisted of three factors including
beliefs associated with learning and motivation
(items 1, 2, 3, 7, 8, 9, and 11), information search
skills (items 5, 6, 10, and 14) attention to learning
opportunities (4, 12, 13).

In order to study the factor structure of
Persian version of lifelong learning assessment tool
by a more accurate method in confirmatory factor
analysis, maximum likelihood estimation (ML),
maximum likelihood mean-adjusted (MLM), and
maximum likelihood mean and variance-adjusted
(MLMV) methods were taken into account in
quantitative form; and Weighted Least
Square(WLS), Weighted least square mean-
adjusted (WLSM), Weighted Least Square Mean
and Variance (WLSMV) estimation methods were
used in ordinal form. Eventually, the results of the
six methods were compared. To compare the

quantitative and qualitative methods, Comparative
fit index (CFI) , Tucker–Lewis index (TLI), and Root
mean square error of approximation (RMSEA)7 were
used, Mplus software version 6 was used for the
analyses9-10.

CFI varies from zero to one .(If the stat
values are out of this range, less than zero values
are considered zero and more than 1 is considered
1).  Zero CFI shows the weakest fitness and the
value of one shows the best fitness. Based on an
experimental rule, the value of 0.9 or more is
appropriate for this index. CFI index is a good one
for small sample sizes, too8, 11.

Similar to CFI, a zero value of TLI shows
the poor fitness, while TLI value of 1 shows the
best fitness. If the stat values are out of this range,
less than zero values are considered zero and more
than 1 is considered 1. Based on an experimental
rule, the value of 0.9 or more is appropriate for this
index8, 12.

Table 1. Comparison of the indices resulted from  quantitative and qualitative models to the data

Model Model parameters estimation method RMSEA CFI TLI

Quantitative model ML 0.08 0.86 0.83
MLM 0.07 0.87 0.84

MLMV 0.06 0.87 0.84
Ordinal Model WLS 0.11 0.81 0.76

WLSM 0.09 0.94 0.93
WLSMV 0.08 0.92 0.9

 RMSEA index of ≤ 0.05 indicates a good
fit; 0.05 ≤ RMSEA ≤ 0.08 represents a reasonable
and acceptable fit; 0.08 ≤ RMSEA ≤ 0.1 is average
fitness; and 0.1 < RMSEA indicates a poor fitness
of the model13.

It is noteworthy that Kaiser-Meyer-Olkin
(KMO) statistic needs to be calculated prior to
confirmatory factor analysis in order to ensure the
adequacy of sampling. If KMO statistic is greater
than 0.8, it indicates adequate sampling. In addition,
Bartlett’s sphericity test is performed to ensure
the justifiability of factoring. In case of rejection
of the null hypothesis in Bartlett’s test, factoring
is justifiable17-18.
Findings

This study was conducted on 430
students of Birjand university of Medical Science.

However, with the loss of 32 questionnaires, 398
questionnaires were statistically analyzed. The
mean age of students was 36.2 ± 12.22. The mean
scores of lifelong learning and three subscales
including learning-related beliefs and motivation,
information search skills, and attention to learning
opportunity in students were reported 40.72 ± 6.06,
18.61 ± 3.05, 13.80 ± 2.53, and 8.37 ± 1.75,
respectively. In accordance with analyzing
JEFFSPLL-MS factor structure, KMO statistic is
calculated in order to ensure adequate sampling.
In addition, to examine data correlation matrix not
being zero in population or justifiable factoring,
Bartlett sphericity test was conducted. Since KMO
statistic is greater than 0.8 (0.852) and the null
hypothesis is rejected with stat value of 1418 at
5% level, sampling enjoys adequacy and factor
extraction can be used.
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The results of ML, MLM, MLMV and
WLS, WLSM, WLSMV fitting methods are shown
in Table 1. For goodness of fit of the model, RMSEA
needs to be between zero and 0.1. Values   less
than 0.05 represent a good model fit for this index.
As shown in Table 1, RMSEA is less than 0.1 in
both quantitative and qualitative methods (except
for WLS qualitative method). Therefore, model
fitness is relatively perfect. Values higher than 0.9
represent a perfect fit of the model for CFI and for
TLI indices. As shown in Table 1, these indices are
equal to 0.9 in WLSMV ordinal method. In general,
TLI and CFI indices are higher in ordinal methods
(WLSM, WLSMV) than quantitative methods (ML,
MLM, MLMV). The results of Table 1 show that
WLSMV ordinal method enjoys more appropriate
fitness than the others. Therefore, the JEFFSPLL-
MS three -factor structure is approved in the
sample of Iranian students. For a closer look, we
compare the standard errors and factor loading in
MLM, MLMV quantitative methods, as well as
WLSMV, WLSM qualitative methods.

The results of MLM and MLMV
quantitative methods and WLSM and WLSMV
ordinal methods are shown in Table 2. All items are
significant on their factors (p. value <0.05).
Comparing the standard error of factor loadings
indicates that SE is smaller in ordinal methods than
quantitative methods, i.e., ordinal methods are more
accurate than quantitative methods.

Larger factor loading indicates which item
represents is better related to its subscale. The
results of ordinal methods suggest that, in the first
subscale, (beliefs related to learning and
motivation), items 9 and 11; in the second subscale
(information search skills), items 6 and 14; and in
the third subscale (attention to learning
opportunities), items 4 and 13 are better indices for
these subscales. The results can be seen in
quantitative methods as well. However, standard
factor loadings are greater in ordinal methods than
quantitative methods.

The square of multiple correlation
coefficients of quantitative and ordinal methods
results show that the first subscale represents 34%
of the variance of the first items in the quantitative
method, and the first subscale represents 42% of
the variance of the first item in ordinal method.
Similarly, for the other subscales and items, the
results showed that using ordinal method explains

a greater percentage of items’ variances by
subscales.

DISCUSSION

The purpose of this study was comparing
quantitative data scales versus ordinal data scales
in Likert type questionnaires. Furthermore, the
assessment of the Farsi version of the lifelong
learning tools can be performed in a more accurate
way.

In practice, CFA with continuous
variables (and in general, ordinal variables with 5
categories or more) does not face serious problems
if the assumption of normality of variables is
violated14.

However, in case of non-normal variables,
the standard errors become very small (therefore,
the tests of significant path coefficients lead to an
increase in type 1 error). It seems that adjusted
standard error introduced by Satorra and Bentler
(1994) is a good general method for analyzing non-
normal data15.

Hutchinson and Almas (1998) showed that
when variables are in ordinal scale with large
number of categories, such as 7 categories Likert
scale, assuming continuous data creates no
problem in statistical analyses. However, when the
number of categories is small, for example 2 to 4
categories, it is better to analyze with qualitative
method 15.

The results of this study showed that
taking ordinal scale into account in data leads to a
more accurate fitness of the model to the data;
furthermore, the validity of the Farsi version of
lifelong learning assessment tool is established as
well. In other words, subscales extracted from the
data related to the Farsi version match the original
version perfectly. Therefore, this questionnaire is
a useful tool to evaluate lifelong learning tool.

CONCLUSION

  In this study, the results showed that
although the model parameters are within the limits
that confirm model fitness in all six confirmatory
factor analysis. Also, considering ordinal scale for
the data would lead to improvement of model
indices so that the TLI and CFI indices are about
0.1 higher in ordinal methods (WLSM, WLSMV)
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than quantitative methods (ML, MLM, MLMV).
On the other hand, RMSEA indicator is less than
0.1. ). In this way, using ordinal methods with
correction, we achieved a more precise fitness for
factor structure of Farsi version of lifelong learning
tool. In addition, the results showed that Farsi
version of lifelong learning tool is confirmed for
Iranian students.
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