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The possibility of neural networks control over emergency and pre-emergency
situations by predicting their development with the equipment of geographically
distributed systems based on computer technology, which is operating under the conditions
of uncertainty, has been investigated. The errors of the neural network and the choice of
algorithm for training and testing the network have been evaluated; the methods for the
neuro-fuzzy control by using a computer neural network with a training set have been
claimed.
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The absence of accidents (nonstandard
situations) is one of the main criteria of the system
equipment performance, the system based on
computer technology coordinating the work of the
maintenance entity in real time mode. The
emergency shutdown system provides the process
shutdown or switching it to the safe mode to
prevent the emergency evolution.

The work1 offers the methods of technical
operation based on the emergency correction
before its occurrence by identifying the pre-
emergency state of the maintenance entity.

The work2 offers the integration of
knowledge about the similar nonstandard
situations at geographically distributed entities of

the same type in order to reduce the response to
pre-emergency time. The knowledge about
the nonstandard situations is structured as
infological models: universal, problem and specific.
The conditions of uncertainty, under which the
objects and processes of the complex
geographically distributed systems based on
computer technology are maintained, exhibit the
complexity of the system, impossibility or
inexpedience to describe the system by
conventional methods, the lack of qualitative
information for taking control measures. The
systems that make decisions under the conditions
of uncertainty3 are the robust, adaptive and neuro-
fuzzy systems. A mathematical model of the object
or the impact on it is formed in an explicit or implicit
form. However, it is not always advisable to
construct a model in explicit or implicit form for
every object of complex systems on the basis of
computer technology.
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The report4 analyzes the effectiveness of expert
methods for the emergency situations predicting
and draws the conclusion about the acceptance of
an approach based on the fuzzy measure theory
and fuzzy integral calculus. However, in the report4

there are no estimates of quantitative and
qualitative information about the maintenance
entity, and the applied mathematical support for
detecting the parameters of these objects by using
the suggested methods has not been specified.
Statement of research results

The evaluation, analysis and prediction
of the technical state of the equipment for
geographically distributed systems based on
computer technology for the development of
appropriate regulatory measures and eliminating
nonstandard situations. The nonstandard
situation means a situation where for some (usually
unspecified) reasons there is a failure of the normal
process behavior and there is a need for deciding
on further actions.

Methods of the fuzzy game theory and
fuzzy integral calculus are suggested for the
implementation by a neural network using the
training set and the software package Matlab.

 The construction of mapping XY at
the simulation of the neuro-fuzzy system of
detecting parameters of computing machinery
equipment performs the following tasks:
a) The formation of the correct input signals

in accordance with all the patterns of the
training set;

b) The formation of the correct output signals
in accordance with all possible input signals,
which are not included in the training set.

The control results obtained by using the
utility program Performance Monitor (information
is collected daily and packed into weekly reports)
are considered at forming the training set for
controlling the computing systems equipment
parameters. The remote control is used to control
the parameters of the main communication link. The
remote control for small systems is carried out
through the communication ports RS232 and RS485,
relay contacts and SNMP adapters.  For the complex
geographically distributed systems the remote
control is carried out by using the primary sensors,
controllers, and control software5-13.

Various types of neural networks for the
neuro-fuzzy control have been analyzed:

homogeneous neural networks, multi-layered
neural networks, and cyclic operation neural
networks. The theoretical basis for constructing
the mapping  on the basis of homogeneous neural
networks is the following statement: for any set of
pairs of input - output vectors of arbitrary
dimension {(Xk, Yk), k=1...K} there is a
homogeneous two-layer neural network with
sequence links, with sigmoid transfer functions
and with a finite number of neurons, which for each
input vector Xk generates a corresponding output
vector Yk.

It should be possible to build with the
help of neural networks the function, where Y is of
an arbitrary dimension. The theoretical basis for
constructing such functions on the basis of
homogeneous neural networks is the following
statement: For any set of pairs of input-output
vectors of arbitrary dimension {(Xk, Yk), k=1...K}
there is a homogeneous two-layer neural network
with sequence links, with sigmoid transfer
functions and with a finite number of neurons,
which for each input vector Xk generates a
corresponding output vector Yk.

The purpose of the neural network
training is to minimize the error which occurs at
each output element in the training data set. Since
an error can be positive or negative, the error value
is taken into account when measuring the mean
accuracy of the network as a whole. The error
character is important only when the distinct error
between the actual network output and the
reference value is computed. The significance must
be modified so that the error value was close to
zero.
Three types of errors have been analyzed
1) The error of a unit output element, which is

necessary for the procedure of error back
propagation;

2) The entire network error at a particular input
signal which provides information about
how correct the network response is at a
given time;

3) The average network error computed after
showing the entire set of training data,
which shows how well the network has
learned a pattern set of training data (an
average of the entire set training data error
value of the second type).

Since the second error type is often
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computed as a distance (module), this error value
is always positive, and its averaging does not
require computing the absolute value.
There are also a number of individual measures of
errors, each of which is determined by the specific
network requirements. The most commonly used
is the measure of error as a simple difference
between the standard value and the value of the
corresponding network output for each input value
of the training sequence:
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In order to compute the error of the entire

output layer, the standards and outputs are treated
as points in a multidimensional space, and the
distance between them is computed. The distance
between the two points is computed as the
quadratic root of the sum of squares of the
coordinate differences. The error of the network
output with the N output element is equal to the
square root of the sum of squares of each output
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This error is known as the squared error
RSE (from the English root squared error). One of
the varieties of RSE is a weighted RSE, a weighted
error. The term “weight” in this case refers not to
the value of the network weight, but to the measure
of W

p
 importance assigned to each of the training

patterns:


e
 = W

pi 
(t

i
-a

i
) ...(3)

The weight W
pi
 is associated with each

pattern of the training data set and indicates the
importance of this pattern, or its “quality”.  The
weights values should be between 0 and 1. In this
case RSE is determined as
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For the categorization problems the
threshold can be set the way that the outputs of
the output elements take the values of either 0
(does not belong to the class) or 1 (belongs to the
class). It is not enough to know “yes” or “no” for
computing the error measures, it is necessary to
compute the deviation value.

According to preliminary estimates, we
can estimate the amount of training data. As for
the training sequence size and the error, E. Baum
and D. Hausler have shown a simple estimate to be

Fig. 1. The process of neural network training
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used in practice. Assuming the errors limits 0  e
1/8, the number of training patterns should be
approximately equal to the number of network
weights multiplied by the reciprocal error value.
For example, it is necessary to use a training
sequence (n) 10 times bigger than the weights (w)
quantity for the error limit 

e
=0,1. This dependence

is described as

e

wn


 ...(5)

The number of training sequences is
much less than the existing data set. The reason
that the error value is significant is associated with
the generalization capability-to-accuracy ratio.
Small error of the retrained network cannot be
considered a training success. Equation (5) shows
that it is necessary to use more weights than
the amount that can fill the data set, so we need to
stop at a higher training error in order to keep the
generalizing ability. This forces us to sacrifice the
accuracy to the network ability for generalizing
and limits the number of hidden layers in the
network. A complex model does not generalize as
well as a simple one does, but it is sufficient
enough. Fig. 1 shows the process of the error
change in the training and test set.

As it can be seen from Fig. 1, after some
time the error in the independent set stops
decreasing and even slightly increases and
approaches the value of 80, whereas the error in
the training set tends to 0.1. Thus, the available
data is not enough for a valuable study. But the
training can be terminated earlier that will save time
and will not reduce the network generalization
ability.

CONCLUSIONS

The methods of neuro-fuzzy control for
detecting and eliminating the emergency and pre-
emergency situations while operating the systems
based on computing technologies have been
suggested. The methods suggest the use of a
computer neural network with a training set.
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